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ABSTRACT
Managing attendance and confirming student identity in online
lessons is a contemporary problem of Higher Education Institu-
tions (HEIs) that comes with its challenges, especially in classes
with large numbers of students. The development and deployment
of fully automatic and continuous image-based face verification
techniques may provide a natural solution for this problem and
assist instructors in handling the complexity of managing student
identity in a remote classroom.

In this paper, we present an automatic image-based student
identification framework. Our approach proposes a biometric au-
thentication platform using a Residual Network (ResNet) Learning
method for face verification. The system described is intended for
use with consumer grade web cameras, providing a tradeoff be-
tween reliability and computational performance, as no assumption
can be done regarding the target student hardware (i.e. CPU or
GPU). This follows from the case study of TRUSTID, an European
R&D initiative for intelligent student identity management in dis-
tance learning scenarios.

CCS CONCEPTS
• Security and privacy→ Biometrics; • Computing method-
ologies→ Biometrics; Object identification;Neural networks.
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1 INTRODUCTION
The COVID-19 pandemic has forced worldwide HEIs to adopt re-
mote learning as a means to continue providing education to their
students. This transition has brought challenges such as ensuring
that the students are who they claim to be during online assess-
ments. Automatic face verification strategies have the potential
to revolutionize student identity management in remote learning.
By using appropriate technology, HEIs can correctly authenticate
the identity of their students, thereby reducing the possibility of
academic dishonesty.

The potential benefits of automatic face verification for student
identity management in remote learning are numerous. It can pro-
vide a secure and reliable method of verifying student identities,
reduce the possibility of impersonation and cheating, and increase
the credibility of online assessments [6]. Additionally, it can save
time and resources for both educators and students. By using au-
tomatic face verification, educational institutions can streamline
their identity management processes, minimize the risk of error,
and ensure the integrity of their assessments. With the advance-
ment of artificial intelligence and machine learning, automatic face
verification technology is becoming more accessible and accurate,
making it an increasingly viable solution for identity management
in remote learning environments.

Recent years have seen a surge in research focused on the ap-
plication of face verification to address the challenges of identity
management in online academic assessments. Numerous studies
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have demonstrated the potential of these technologies in ensuring
academic integrity in remote learning environments. For instance,
in [8], the authors have proposed a deep learning-based framework
for face recognition-based identity verification in online exams,
achieving high accuracy rates. Moreover, other studies such as [20]
use image processing techniques for eye-gaze tracking and mouth-
opening detection to maintain academic integrity in online learning
by identifying and preventing suspicious behavior during online
learning activities.

In fact, AI-based proctoring systems have gained attention re-
cently as a means to ensure academic integrity in remote learning
environments. A study by Labayen et al. [13] investigates the ef-
fectiveness of an AI-based proctor that combines facial and voice
recognition, as well as keystroke typing analysis to monitor student
behavior during online exams. The results showed that the system
could accurately detect students identity as well as instances of
cheating, such as the student not being alone or using an electronic
device or book during online activities, and deter students from en-
gaging in such behavior. In a similar vein, a study by Fenu et al. [4]
proposes a multi-biometric system for the continuous and trans-
parent authentication of students in e-learning activities, which
uses score-level fusion of face, voice, touch, mouse and keystroke
data, showing preliminary yet promising results for online student
identification.

These studies highlight the potential of face verification and AI-
based proctoring systems in remote learning environments, while
also underscoring the need for ethical considerations and trans-
parency in the use of these technologies to prevent privacy vi-
olations and ensure fairness in assessment. For a more detailed
survey on continuous user identification in distance learning, the
interested reader is referred to [17].

In TRUSTID, we seek to address the challenges of academic in-
tegrity in the digital age by designing, developing and evaluating a
multi-tier continuous user identification system for higher educa-
tion institutions. The system uses a combination of technologies,
including biometrics, face verification, and behavioral analysis, to
ensure the identification and authentication of students and detect
any instances of cheating or misconduct during online assessments.
In this paper, we report work in progress focused on our image-
based face verification framework for remote learning. In Section 2,
the requirements and challenges of face verification are discussed.
Section 3 presents the proposed face verification system to en-
sure the identification and authentication of students during online
activities. Section 4 preliminarily evaluates the effectiveness and
reliability of the proposed face verification system. Finally, Sec-
tion 5 describes concluding remarks and identifies areas for future
research and development.

2 REQUIREMENTS AND CHALLENGES
It is important to understand the difference between face verifica-
tion and face recognition when developing a system for continuous
student identification. Face verification involves verifying whether
a particular face matches a single pre-registered identity, while face
recognition involves identifying a face from a pool of registered
identities. For our case study, face verification is more suitable since
it is generally faster and more accurate than face recognition.

A face verification system for remote learning activities
has become a necessity due to the rise of online learning in re-
cent times. This is critical for HEIs to provide credible, trustworthy
and accurate degrees to their students, and therefore sustain their
credibility in society. Moreover, face verification should be easily
integrated with HEIs’ Learning Management Systems (LMSs) to
provide a seamless experience for both students and educators.
This requirement is crucial because it ensures that the system can
be easily incorporated, making it accessible to a larger number
of users. Current state-of-the-art online education LMS of HEIs
currently compromise students’ continuous identification with tra-
ditional user authentication methods (e.g., passwords). It is urgent
to adopt more secure and usable strategies for continuous student
identification management, going beyond the single entry-point
of authentication, and removing the tedious and low-value-added
task by instructors of manually confirming individual student‘s
identification.

Another important requirement for the system is that it should
work with any Commercial off-the-shelf (COTS) webcam,
any Central Process Unit (CPU) without requiring a dedi-
cated GPU and run on any Operating System (OS). This en-
sures that it can be easily deployable and accessible to students and
educators regardless of their hardware and software configurations.
Additionally, it reduces the need for costly hardware upgrades, mak-
ing the system more affordable for institutions. Furthermore, the
client-server deployment of the solution is a major challenge, as
the system needs to be capable of handling a large number of simul-
taneous connections from different clients while maintaining fast
response times. To overcome this, the system should be designed
with a scalable architecture that can handle increasing traffic as
the number of users increases without compromising usability.

The abovementioned requirement raises an important concern,
which is the computational trade-off between local-based and
online-based identification systems. Popular methods based on
machine learning, and specifically deep learning, are improving the
accuracy of user detection every day. However, these methods are
also data hungry and computationally expensive. Local solutions
require the availability of computational resources on the end-users
workstation, while improving privacy and keeping infrastructure
costs low; whereas online verification solutions, such as cloud-based
architectures, allow continuous identification of users on virtually
any terminal, e.g., smartphones, yielding other concerns such as
transmission of sensitive data over the network, costs and even
scalability issues.

In fact, privacy-preserving challenges are one of the major
concerns for face verification systems. The system should be de-
signed to ensure that students’ privacy is protected while still pro-
viding accurate identification. This can be achieved by implement-
ing techniques such as secure communication protocols, encryp-
tion, and anonymization. Core threats and challenges for designing
secure and privacy-preserving biometric technologies relate to se-
curity, privacy and revocability of biometric data, as discussed in [5].
Solutions must assure that biometric data are processed and stored
in a way to achieve high levels of security and sustain privacy-
preservation aspects.
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Figure 1: Proposed Face Verification Architecture of TRUSTID.

There are also data protection barriers and concerns that
should be considered when collecting biometrics data from stu-
dents. For instance, in the European Union, HEIs need to comply
with the General Data Protection Regulation (GDPR) for continu-
ous user identification systems. Thus, ethical considerations and
transparency are fundamental in the use of these systems to avoid
privacy violations and ensure fairness in assessment.

Finally, other important aspects that should be considered when
developing continuous student identification systems include ease
of use, accessibility, and reliability. The system should be easy
to use and accessible to all students regardless of their technical
proficiency. Additionally, it should be reliable and accurate, with
minimal false positives, false negatives and manual intervention
from instructors.

3 TRUSTID FACE VERIFICATION SYSTEM
With the previously identified requirements and challenges in mind,
we have been developing and testing an online student identifica-
tion framework using image-based face verification. Our system
uses a desktop client application that supports Windows and Mac
OS (see [19] for more details on the overarching TRUSTID architec-
ture), which is a design choice that provides superior monitoring
capabilities when compared to competing browser-based solutions.
The system is open source1, enables privacy preserving continuous
user authentication using a client-server architecture, and only
requires from the student a personal computer with internet and
webcam access.

Since the system runs on any consumer grade webcam, it must
consider low quality images, i.e. with low resolution, noise and blur,
poor illumination and unexpected occlusions resulting from com-
pletely unconstrained environments. Moreover, it is designed to run
with computational performance limitations, as the target student
Personal Computers (PCs) are unknown and resource constrained.

1https://github.com/cognitiveux/trustid

In spite of this, the system should be as accurate and reliable as
possible.

Significant recent advances in the field of face recognition have
been noticed, particularly with the widespread adoption of Deep
Convolutional Neural Networks (DCNN) [12]. Although several
methods can be found in the literature, DCNN have continuously
shown superior performance and is thus considered the main line
of research in this topic. In general, we find that there are two
approaches when using CNNs to develop facial recognition algo-
rithms: i) Training a CNN as multi-class classifier that separates
different identities in the training set, such as using a softmax clas-
sifier; ii) Training a CNN for face verification, by mapping face
images to a compact Euclidean space (face embeddings), where
smaller distances between these embeddings correspond to similar
faces.

The former (face recognition) is usually more adequate in
cases when we work with a pre-defined number of identities, as the
learned features are separable for the closed-set classification prob-
lem but not discriminative enough for the open-set face recognition
problem, while the learned features in the latter (face verification)
can even be used in open-set classification problems, but are harder
to train due to the usage of complex loss functions.

In a preliminary stage of the work, we considered the face recog-
nition approach. However, it needs to fully retrain the network to
add new individuals, forcing the enrollment of new users to be a
synchronous process and adding a significant delay in the collec-
tion of data of every individual to be recognized, which hinders the
scalability of the approach. As such, we have moved towards the
face verification approach, by collecting data and creating models
for each individual, instead of training the network for all the users
in the system.

In general, an image-based face verification framework follows
a pipeline that requires three main modules: i) face detection; ii)
image normalization and; iii) classification. For improved perfor-
mance, our system has been developed in C++ using dlib [11], an
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Figure 2: Face verification output as perceived by the student while running the TRUSTID client.

open-source toolkit that contains several machine learning algo-
rithms.

For detecting faces in images, a linear detector combined with
a Histogram of Oriented Gradients (HOG)-based features [2], and
pyramidal image search is used. Afterwards, we run a nonrigid
facial alignment method [10] to obtain the spatial face geometry,
and then apply a similarity image warp (scaled crop) within a
Region of Interest (RoI) to a normalized image of 150×150 pixels.
Additionally, a pre-processing image normalization step with zero
mean and unit variance is applied to change the range of pixel
intensity of input images to feed the machine learning model.

Face verification is then pursued using a CNN. In our case, we
make use of a ResNet-34 model [9] with 150 × 150 × 3 sized inputs,
and 128 dimensional vector output, pre-trained on a dataset of
about 3 million faces derived from the Visual Geometry Group
Face (VGG-Face) [16] and FaceScrub [15] datasets. To fit the model
to the training data, we use Triplet loss [18] as a loss function.
This network extracts a 128-D embedding, a mapping from facial
images to a compact Euclidean space. We then use the Euclidean
distance to estimate the similarity between the embeddings of the
acquired images and the embeddings of the users’ trained image
data to ultimately verify the user identity, coupled with a k-Nearest
Neighbors [7] voting classifier.

Figure 1 presents an overview of the architecture described for
the face verification process of TRUSTID. It is noteworthy that we
also extract a 3D head pose estimate [14] from the input image.
At this stage of the work, this is used to check whether the data
collected during student enrollment for authentication with the
system has sufficient variability, e.g. looking straight at the camera,
head titled, head cocked to the side, etc.

The TRUSTID student identity management system follows a
client-server architecture [19], which incorporates the face verifi-
cation framework gracefully as a modular component. The server
consists of a web application that exposes endpoints through which
the TRUSTID client applications can interact with and exchange
data.

As mentioned before, special attention has been taken to data
privacy and computational concerns. The server only maintains
the student account management information, while the client-
side application (see Figure 2) is responsible to run the full face
identity verification pipeline, following the student’s secure login.
This means that all personal data, including enrollment images
(user-specific training data), acquired images, face embeddings, etc.
do not leave the student’s computer, preserving his/her privacy.

Since all data processing occurs on the client, this avoids over-
loading the server, which in turn allows the system to be inherently
scalable, as intended. Moreover, the ResNet model adopted is chosen
due to its reduced computational cost in training and deployment.
ResNets have a unique architecture that addresses the well-known
vanishing gradient problem [3] in DCNNs, by using skip connec-
tions to allow for the flow of information across multiple layers.
Therefore, they are able to achieve state-of-the-art performance
on a range of image classification tasks with fewer parameters
and computations compared to other networks. This is particularly
relevant in our application, as clients are also not overloaded by
the image-based face verification task, as seen in Section 4. Ac-
cordingly, the client application can be run on any target CPU, as
specified initially. It is worth mentioning that we cannot resort to
GPU-accelerated CNN inference due to limitations of running the
application on unknown hardware.
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Table 1: Face verification computational performance (First test).

Target CPU Face Detection Runtime (ms) Inference Runtime (ms)
Intel® CoreTM i5-9300H CPU @ 2.40GHz 251.24 ± 48.20 27.49 ± 6.96
Intel® CoreTM i7-6700HQ CPU @ 2.60GHz 267.36 ± 13.30 24.73 ± 3.37
Intel® CoreTM i9-10980HK CPU @ 2.40GHz 190.10 ± 9.87 16.45 ± 1.97
Intel® CoreTM i7-10750H CPU @ 2.60GHz 189.42 ± 9.73 16.38 ± 1.99

Intel® CoreTM i7-11370H @ 3.30GHz 161.59 ± 18.70 17.39 ± 3.66

4 PRELIMINARY RESULTS AND DISCUSSION
To validate the proposed system, we have prepared two different
tests, one for assessing the computational performance of the face
verification method, and a second one for evaluating the accuracy
of the method.

The first test consists of running the face verification system on
a range of different processor architectures. For this, face detection
and inference is run on 100 pre-recorded 720p webcam images and
run time per image is recorded. Information about the computer’s
capabilities is also extracted for analysis. We summarize the com-
putational results in Table 1 in terms of mean face detection time
and mean inference time for the different user processors tested.

Results show that even in lower-end CPUs, the system is able
to verify the identity of the student in real-time, taking as much
as 400ms on an Intel® CoreTM i5-9300H CPU (around 2.5 images
per second). Typically, image-based face authentication occurs only
when logging into the system, which means that most computers
will verify the user with our system under a single second. Yet, for
continuous student identity confirmation scenarios, the verification
process can still be regularly called (e.g. every 15 seconds) without
compromising overall system usability. We can also observe that
face detection is the most time-consuming component of the algo-
rithm, accounting for 90% of the total runtime, according to the test
results. This means the detector is currently the bottleneck of our
approach’s performance.

The second test consists of a user study, with 133 volunteers
(39 female and 94 male, aged between 18 to 50 years old) from
three European countries (Portugal, Greece, Cyprus), whom have
tested the current prototype of the TRUSTID client. During the
study, we have adopted a protocol that considers users’ privacy,
confidentiality, anonymity, and the right to opt-out from the study
at any time.

Participantswere instructed to donwload and install the TRUSTID
software client, and logged in using credentials received by email.
In a first phase, participants have enrolled into the system by regis-
tering their face samples (user-specific training data) using their
computer’s web camera. Secondly, they completed the image-based
authentication process, which runs the face verification pipeline
described in Section 3. Thirdly, they have interacted with a mock
online examination and were instructed to perform impersonation
attacks as they wished, e.g. switching seats with another person.
Aiming to control and evaluate the resilience of the system, par-
ticipants had to inform the system about their actions through a
feedback mechanism. This allowed us to compare what the system
captured with what the participants attempted to do, aiming to
evaluate the effectiveness of the implemented identification mecha-
nism.

Table 2: Face verification accuracy (Second test).

Identification Case Success Rate
Facial authentication for examination access 100%

Continuous Identification prior to impersonation 94.80%
Continuous Identification while impersonating 76.57%

To measure accuracy, we divide the number of correct identifi-
cations by the total number of identification attempts to obtain the
success rate at the different stages of user interaction. Results in Ta-
ble 2 show that the system successfully verified all registered users
in order to join the examination. In addition, while performing the
examination, the mechanism continuously verified the users 94.80%
of the time, by analyzing face images randomly every 5 to 8 sec-
onds. We observe that failures mainly occur due to face occlusion,
inappropriate lighting conditions and specific head poses. Also, the
system successfully detected impersonation attacks 76.57% of the
time, conducted by a subset of 56 participants.

Also worth mentioning, feedback from 102 participants yielded a
usability score of TRUSTID of 78.5% based on the System Usability
Scale (SUS) [1].

5 CONCLUSION
In this paper, we present an image classification framework that
utilizes a ResNet CNN for accurate and efficient face verification.
Our framework supports any target CPU and web camera under
Windows and MacOS, providing high usability and accessibility.
The system has been designed to deliver a trade-off between com-
putational complexity and reliability, while preserving user privacy
and adhering to proper regulations in biometric data collection.

This framework is a crucial part of the TRUSTID scalable student
identity management architecture to be implemented in various
educational institutions, and the system’s ability to integrate with
other identification modalities such as voice, eye-gaze, keystroke,
and interaction-based recognition can further be explored to en-
hance the current threat detection capabilities. Future work will
also focus on further boosting the accuracy and performance of the
system by: i) improving robustness to head pose variations, which
often times leads to facial occlusion; ii) refining the image warp step
by exploring piecewise affine warping; iii) adjusting the system to
estimate similarity using a different distance metric instead of Eu-
clidean distance; iv) integrating liveness and eye blinking detection;
and iv) optimizing the face detector’s performance.
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