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ABSTRACT

An important challenge of online learning management systems
(LMS) relates to continuously verifying the identity of students even
after they have successfully authenticated. Although various con-
tinuous user identification solutions exist, they are rather focused
on complex examination proctoring systems. Challenges further
increase within large-scale online courses, which require a strong
infrastructure to support numerous real-time video streams for ver-
ifying the identity of students. Considering that the students’ input
video stream is an important factor for verifying their identity, and
given that naturally generated data streams have been found to
adhere to a pre-defined behavior as indicated by the Benford’s law,
in this work we investigate whether Benford’s law can be applied
as a reliable, efficient and cost-effective method for the detection of
authentic vs. pre-recorded input video streams during continuous
students’ identity verification within online LMS. In doing so, we
suggest a prediction model based on the distribution of the first
digits of image Discrete Cosine Transform (DCT) coefficients from
the students’ input video stream. We found that the input video
stream type (authentic vs. pre-recorded) can be inferred within a
few seconds in real-time. A system performance evaluation indi-
cates that the suggested model can support up to 1000 concurrent
online students using a conventional and low-cost server setup and
architecture.
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1 INTRODUCTION

Recent days have created notable challenges for online Learning
Management Systems (LMS) in higher education, and consequently
higher education institutions, which ought to sustain their edu-
cational and academic quality and reputation during the urgent
transition towards an online teaching and learning paradigm. Al-
though in-person educational and academic activities have been
limited due to movement restrictions and social distancing guide-
lines, a vast number of higher education institutions across the
globe increased the availability of online courses in an attempt to
maintain their educational and academic quality [22]. Nevertheless,
the urgent need to shift from the traditional in-person educational
model to a completely online teaching and learning environment
could be problematic in various aspects, such as, verification of stu-
dents’ identity, classroom attendance, and adequate performance
assessment [1, 2].

Focusing on the verification of students’ identity, a key issue in
the majority of the recently online-transitioned education systems
relates to the fact that they usually define a single entry-point
authentication mechanism as a prerequisite to allowing access to
protected resources and services. Hence, these systems are often in-
adequate in detecting fraudulent users after the authentication step
is performed successfully [3]. To alleviate the single entry-point
problem, continuous or implicit authentication methods have been
proposed as an additional non-intrusive security countermeasure [3,
4,13, 23]. Being able to continuously verify student’s presence and
attendance is of major importance in several educational activities,
such as, laboratories’ quizzes, online examinations, collaborative
learning contexts [19, 25, 26], in order to tackle the threat of impos-
tors intentionally pretending someone else’s identity.

Nevertheless, existing solutions are usually designed as proctor-
ing tools only during online examinations with a person monitoring
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students remotely (e.g., Kryterion', Respondus?, ProctorU3, tend
to not consider the rest of the course participation, and are not
scalable [2]. With these considerations in mind, we believe that the
verification of the students’ identity within LMS environments can
be improved by solutions that target to deliver trustworthy and
credible academic and e-learning activities.

1.1 Research Motivation

A good indicator for continuously verifying a student’s identity
is the input video stream used during presence and attendance in
online classes and/or examinations [30]. Hence, this work aims to
investigate whether the type of the input video stream (i.e., authen-
tic vs. pre-recorded) could be predicted in real-time for the student
interacting with the LMS. Previous works revealed that, on digital
images from naturally generated data streams, the probability distri-
bution of specific variables usually follows a pre-defined behavior
that proves to be completely altered whenever the stream is modi-
fied [6, 7]. Such an example is the distribution of the first significant
digit of quantized Discrete Cosine Transform (DCT) coefficients
that follow Benford’s law [6], which indicates that in many natu-
rally occurring collections of numbers, the leading digit is more
likely to be small. Therefore, we investigate whether Benford’s law
can be applied for the detection of pre-recorded input video streams
during continuous students’ identity verification within LMS envi-
ronments. We envision that such knowledge will assist continuous
identity management and authentication scheme designers with
the design of low-cost assistive mechanisms that detect impostors
within a few seconds in real-time.

2 RELATED WORK

Several works on LMS have provided evidence that the verifica-
tion of students’ identity should be continuous [2, 8, 30]. In fact,
authentication solutions that rely only on something that the stu-
dent knows (e.g., passwords) or has in possession (e.g., devices), are
based on the assumption that the student will not provide them to
other people. Moreover, the use of authentication solutions at the
entry-point based on something that the student is or does (e.g.,
biometrics) is not adequate for scenarios in which the legitimate
student is first verified and then allows an impostor to carry on.
Additionally, student verification methods should also operate in
a non-intrusive way, without affecting the students’ learning and
examination activities [2, 30]. As a result, numerous works pro-
posed various continuous and transparent verification solutions.
For example, Atoum et al. [9] proposed a uni-biometric system that
integrates both face and body cues.

However, systems that simply monitor face and/or body cues
are not adequate to stop cheating in examinations, since they lack
students’ interactions and are not able to capture cases in which the
camera is switched to other video sources [2]. Other works focused
on combining multiple biometrics. Examples include face with fin-
gerprint [10], fingerprint with vocal traits [11], and fingerprint with
mouse patterns [12]. Nevertheless, multiple-biometric solutions of-
ten interfere with students’ activities, as well as require the use of
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additional devices [12]. With regards to transparent authentication,
prior works investigated the use of behavioral biometrics by ana-
lyzing keystroke and mouse patterns while students take online
examinations [8, 14]. However, behavioral-based approaches are
often unreliable without the combination of a physical biometric
trait and are usually limited to particular types of interaction (e.g.,
recognizing keystroke patterns is effective only when the student
is typing) [2].

Taking into consideration that the verification of students’ iden-
tity usually occurs in Web-based LMS environments, the detection
of impostors and fraudulent students is highly related to the mul-
timedia forensics’ research community. In this context, numerous
forensics’ detectors suggested the effective use of the Benford’s
law, such as, detection of JPEG compression [16, 31], synthetic
images [17], face morphing [18], and images produced through
Generative Adversarial Networks [7]. One of the most widely used
applications of Benford’s law in forensics relates to the study of
traces left from JPEG compression, aiming to verify whether an
image has been JPEG compressed once or twice [24]. To detect
multiple JPEG compressions, Milani et al. [31] exploited features
based on the statistics of the first digits to train Support Vector
Machine classifiers, while Pasquini et al. [16] proposed the statis-
tical analysis of Benford-Fourier coefficients. In another work by
Pasquini et al. [27], Benford-Fourier coefficients were also used for
a forensics detector of JPEG compression traces on images stored
in uncompressed formats.

Although numerous works exist for the detection of computer-
generated and manipulated video input streams, to the best of
the authors’ knowledge, no research attempts have been made to
investigate whether Benford’s law can be used for the detection
of pre-recorded video input streams in the context of continuous
student verification within LMS environments.

3 USER STUDY

3.1 Research Questions

We formed the following research questions:

RQ;: Can we build a prediction model for detecting authentic
vs. pre-recorded videos from users’ input streams by considering
the distribution of the first digits of image DCT coefficients?

RQ3: How well does the prediction model for detecting authentic
vs. pre-recorded videos perform when a large number of users (e.g.,
1000 users) are concurrently streaming videos?

3.2 Study Instruments and Metrics

3.21 Web-based LMS. We implemented a Web-based LMS in
which students could engage in e-learning activities, such as, watch
educational videos. Since we were interested on the detection of
authentic vs. non-authentic input video streams, the system was
designed to simulate a continuous identification approach by al-
lowing the students to either use their laptop’s Web camera (i.e.,
authentic input video stream), or upload a pre-recorded input video
(i.e., non-authentic input video stream).

3.2.2  Metrics. Following common practices from prior works on
Benford’s law [6, 7, 31], we measure the probability distributions of
the first digits (ranging from 1 to 9) of the block DCT coefficients.


https://www.kryteriononline.com
https://web.respondus.com
https://www.proctoru.com

Applying Benford’s Law as an Efficient and Low-cost Solution for Verifying the Authenticity of Users’

Video Streams in Learning Management Systems

To extract the block-DCT coefficients, we first capture frames from
both the students’ Web camera and the pre-recorded video every
1 second, for a total duration of 20 seconds. Then, each frame is
divided into distinct 8x8 blocks and the two-dimensional DCT is
applied to each block [6].

3.3 Classification Setup

We treated the prediction of the authentic vs. pre-recorded input
video stream as a classification task using the discussed metrics. To
build our prediction model, we used the publicly available dataset
GI4E* [21], which consists of 1339 authentic Web camera images
that correspond to 103 different individuals. We used 669 images
as-is (i.e., uncompressed), which represented the frames of the au-
thentic video type. The rest 670 images, which represented the
frames of the pre-recorded video type, were JPEG-compressed with
quality factors ranging between 80%-99% [6] to improve the gener-
alization ability of the classifier.

3.4 Sampling and Procedure

3.4.1 Participants. A total of 18 individuals participated in the
study, ranging in age between 20-32 years old (m=24, sd=3.1). Par-
ticipants were split evenly into two groups, and the access type
(authentic vs. pre-recorded) varied across all users. To increase the
internal validity of the study, we recruited participants that had
no prior experience with continuous identification mechanisms, as
assessed by a post-study online discussion.

3.4.2 Experimental Design and Procedure. All participants per-
formed the task remotely. To avoid any bias effects, no details
regarding the research objectives were revealed to the participants.
The study involved the following steps: first, participants were
informed that the collected data would be stored anonymously
and would be used only for research purposes, and they digitally
signed a consent form. Then, they completed a questionnaire on
demographics and they familiarized themselves with the process
of authenticating into the system. Half of the participants were
requested to access the system using their laptop’s Web camera
by recording their face in real-time for 20 seconds, and the other
half were requested to use a pre-recorded single-compressed video
stream of 20 seconds, which we provided to them. To control the
type of accessing the system, we provided each user a unique ran-
dom ID, which either prompted them to use their Web camera or
redirected them to a screen for uploading the pre-recorded video.

4 ANALYSIS OF RESULTS
4.1 Effectiveness of the Prediction Model (RQ;)

To investigate RQ;, we used Python scikit-learn® module. In order
to avoid overfitting, we used a 10-fold cross-validation. We tested
various classifiers (Support Vector Machines, Logistic Regression,
and Naive Bayes) to predict the correctly classified instances, with
Naive Bayes providing the best accuracy. Results (Table 1) revealed
that the highest accuracy achieved was 81%. The high prediction
accuracy observed by the analysis of video frames with duration of
20 seconds is of major importance for the current work, considering

4 https:// www.unavarra.es/gide/ databases/ gide
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Table 1: Accuracy across classifiers

Classifier Quality Factor Accuracy
Support Vector Machines 80%-99% [6] 0.791666
Logistic Regression 80%-99% [6] 0.787037
Naive Bayes 80%-99% [6] 0.819444

that the aim is to identify the type of the input video stream (au-
thentic vs. pre-recorded) at early stages of continuous verification
of students’ identity.

As shown in Figure 1 (left), the distribution of the first digit
DCT coefficients for the authentic input video streams follows the
generalized Benford’s (logarithmic) law perfectly [6]. In the case of
the pre-recorded input video streams, which included multiple JPEG
compressed frames, the generalized Benford’s law is violated, as
shown in Figure 1 (right). These findings can be attributed to the
fact that naturally generated real-time data streams are being com-
pressed once, and then they are further processed for the extraction
of the DCT coefficients for calculating the first digit distributions.
Therefore, they adhere to the Benford’s law since no traces are left
from a single compression [6, 24]. On the other hand, pre-recorded
videos, although they might have been compressed once (or more
times) during the actual capture of the video, they will be regarded
as two (or more) times compressed. As a result, traces left from the
multiple compressions lead to violation of the Benford’s law [16,
31].

4.2 System Performance Evaluation (RQ>)

Challenges of applying continuous student identification mech-
anisms further increase within large-scale online courses, since
higher education institutions require a strong infrastructure to sup-
port numerous real-time video streams for identifying and verifying
the identity of students. Hence, we have further conducted a system
performance evaluation (RQ3) aiming to investigate how the pro-
posed model behaves with a larger number of users. We consider
that a regular university may have approximately 1000 concurrent
students taking online examinations. Hence, we conducted a sim-
ulation of an online examination with up to 1000 online students
using a conventional and low-cost server setup and architecture.

4.2.1 Examination Simulation Scenario. We consider the following
examination scenario for the simulation: examination takers log
in to a proctoring platform and the platform takes periodically
a picture using the user’s Web camera. In case the examination
takers circumvent their Web camera and use a pre-recorded video
to bypass the identity and authentication system, the system will
recognize it from the analysis of the frequency of the first digits
of the DCT coefficients of the picture. Then the proctor is notified
about the incident.

For the system performance evaluation, we set up an Apache
server to process the requests and forward them to Django with
mod_wsgi. In Django, we exposed an endpoint that inputs an image,
applies Benford’s law and responds whether the image is valid
or not. We used a conventional and low-cost server setup that
had 32GB DDR3 RAM, an Intel Xeon E5-2603V4 processor, and
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Figure 1: The distribution of the first digit DCT coefficients for the authentic input video streams follows perfectly the gener-
alized Benford’s law (left); The distribution of the first digit DCT coefficients for the pre-recorded input video streams violates

the generalized Benford’s law (right).
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Figure 2: Total requests per second (green) and failures per second (red) — top figure; maximum response time (ms) in the
particular second (yellow) and the median response time (ms) (green) — middle figure; number of users that are active (total

1000 users) — bottom figure

was running on a Linux Operating System. To simulate a real-
world scenario with multiple concurrent users, Locust® has been
used, which is a widely applied open-source load testing tool. The
simulated users were distributed across 10 different machines on
a different network from that of the server. The images sent from
the simulated users were taken from a Web camera with a size of
200 KB.

S https://locust.io

The simulation starts with zero users and linearly increases the
number of users by 1 until it reaches the desired number of con-
current users. When a new user is spawned, it posts the image to
the exposed endpoint and waits for the response. When the server
responds, it repeats the same action after a random amount of time
distributed evenly between 60 and 90 seconds. The simulation was
running for one hour, each time with a different number of users.
Figure 2 illustrates the total requests made per second (green)
and failures per second (red); the maximum response time (ms)
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Figure 3: The proposed classifier could be used as a low-cost assistive mechanism during continuous student identification in

combination with face recognition tools
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Figure 4: Main steps of the assistive mechanism’s procedure

in the particular second (yellow) and the median response time
(ms) (green); and the number of users that are active (total 1000
users) respectively. Accordingly, as the number of concurrent users
increase, the response time increases too. The first spawned user
waited for 200ms for the first request, while the 1000h spawned
user waited for 3.5 seconds. When all users have been spawned, the
response time fluctuates between 1.5 and 3.5 seconds. The request
failure rate was 1%.

5 DISCUSSION

The analysis of results revealed that the input video stream type
(authentic vs. pre-recorded) based on our prediction model can be
inferred within a few seconds in real-time (RQj). In addition, the
system performance evaluation (RQy) indicates that the suggested
prediction model can support up to 1000 concurrent online students
using a conventional and low-cost server setup and architecture.
Considering the need for continuous and transparent verifica-
tion of students’ identity, such knowledge is important and could
drive the design of intelligent assistive mechanisms for improving
the security and credibility in higher education Learning Manage-
ment Systems (LMS). We envision that our classifier could be easily
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adopted with low cost, and used in a continuous manner comple-
mentary with face recognition technologies, to provide further
insights in cases where the face recognition is not adequate or it is
tricked by fraudulent users (e.g., a student modifies the Web camera
stream to display a pre-recorded video of himself/herself).

Figure 3 illustrates the video authenticity classification procedure
in which the proposed classifier could be used as a low-cost assistive
mechanism during continuous student identification in combina-
tion with face recognition tools. Figure 4 further illustrates the
main steps of the assistive mechanism’s procedure.

Accordingly, for the pre-processing, the captured frame is divided
into 8x8 blocks and the DCT coeflicients for each block are com-
puted. Then, for each of the coefficients, the first digit distribution
is calculated. The frequency of the digits 1 to 9 are given as input to
a pre-trained binary classifier (e.g., Support Vector Machines, Logis-
tic Regression, Naive Bayes). This classifier is trained on first digit
distributions of frames from a live camera stream and pre-recorded
frames. Finally, it responds to the proctoring services whether or
not the video stream is authentic.

Furthermore, one important challenge for deploying such assistive
mechanisms relates to architectural design decisions and whether
the image analysis should be conducted at the client’s side or at
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Table 2: Comparison between client-side vs. server-side image analysis based on the proposed approach

Client-side Analysis Server-side Analysis

Privacy-preserving Yes No
Server Load Less More
Network Load Less More

Possible

Bypass the Analysis

Unlikely

the server’s side. Table 2 summarizes a comparison when running
the prediction model at the client’s side vs. at the server’s side.
Accordingly, one important advantage of conducting the analysis
at the client’s side relates to the fact that such an approach would
increase privacy preservation of the users’ data as no photos of the
users would be sent over the network and/or stored at the server. In
addition, the servers would need less computing power as process-
ing would be conducted at the client, while the network load would
be less as the photos would not be sent to the server. On the counter
side, such an architectural design would increase possibilities for
attackers to circumvent the image analysis mechanisms and models
at the client’s side in an attempt to bypass the system.

Limitations of this work relate to the fact that some Web cam-
era drivers may further compress/process (double compress) the
captured picture, even when the video stream is not pre-recorded,
which might affect the identification of authentic vs. pre-recorded
videos based on the suggested approach. Furthermore, we con-
ducted a system performance evaluation with up to 1000 concur-
rent users, which represents a typical online examination scenario
within a regular university nowadays. However, for supporting a
higher number of concurrent users for large universities, this can
be supported with a distributed system approach by distributing
the image analysis to various computing machines. In addition,
even with a smaller number of users, a distributed system approach
is suggested aiming to avoid single points of failure.

6 CONCLUSIONS

In this paper, we investigated whether Benford’s law can be applied
for the detection of authentic vs. pre-recorded input video streams
during continuous students’ identity verification within online
Learning Management Systems (LMS). For this purpose, we have
developed and evaluated a classifier that predicts the type of the
input video stream of students interacting with a Web-based LMS,
after extracting and analyzing the first digit distributions of the
Discrete Cosine Transform (DCT) coefficients during continuous
verification of their identity.

Initial results are encouraging for further investigating various
experimental designs for improving the accuracy of real-time clas-
sifiers within LMS environments. We have shown that our classifier
(based on Naive Bayes) achieved an accuracy of 81% in which the
authenticity of each of 1000 concurrent users was performed within
a few seconds in real-time. In addition, we have shown that our
model can run and support up to 1000 online students using a
conventional and low-cost server setup and architecture as proven
from the setup in our case study.

Future work entails the combination and evaluation of the pro-
posed system with existing proctoring algorithms and systems,
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such as, user face identification, gaze estimation, voice detection,
and active window detection, as well as implicit user modelling
mechanisms based on user interaction and eye gaze analysis [20,
28], and personalized human interaction proof mechanisms [5, 15,
29].
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